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Abstract 
We formulate an optimization routine that uses solar forecasting to control battery energy storage and a 
PV inverter to mitigate ramp rates in the PV power output. We simulate and demonstrate the efficacy of 
ramp rate control for a summer period and winter period using real irradiance data and real sky imager 
solar forecasts. For the majority of battery configurations, the use of sky imager forecasts reduces more 
ramp violations compared to the same method without forecasting, but requires greater battery energy 
dispatch and energy curtailment via the inverter. Battery hardware demonstrations were unsuccessful 
due to malfunctions in the Battery Management System. 
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1. Introduction 

Variability in cloud opacity and coverage causes fluctuations in power output from solar photovoltaic 
(PV) systems. Passing clouds can reduce power output by 50 or 75 percent in minutes, and large 
fluctuations in power output can cause voltage and frequency deviations on the bulk electric grid. If 
uncontrolled, large fluctuations can adversely impact grid stability, as has been observed on island grids, 
for example in Hawaii. In response, regulators in Puerto Rico have sought to limit ramps and impose 
penalties on the operators of PV power plants for excessive ramps in power output (“ramps”). 

Several technologies are available to mitigate ramp rates from PV systems. A battery energy storage 
system (BESS) co-located with a PV power plant can attenuate ramps by charging and discharging at 
opportune times. Inverter control offers an additional measure of mitigation via energy curtailment 
during up-ramps. The use of short-term solar forecasts to predict the ramp behavior of the PV plant 5-15 
minutes into the future improves ramp violation mitigation compared to control schemes without 
forecasting. Sufficiency accurate forecasts facilitate such mitigation with fewer charge cycles and less 
energy curtailment. Together, BESS and inverter control with short-term solar forecasts provides a 
solution for operators of PV systems who wish to mitigate excessive ramp rates in PV power output. 

We have developed a ramp rate control algorithm to control a BESS and inverter to mitigate ramps in PV 
power output using image-based solar forecasting, and ran numerous simulations to understand the 
implication of key model parameters, including BESS sizing and forecast accuracy. 

This report is organized as follows: in section 2 we present the formulation of the ramp rate control 
algorithm, provide an overview of the solar forecasting methodology, and discuss sources of data; in 
section 3 we present results of numerous simulations using the control algorithm and high-resolution 
solar irradiance data measured at UC San Diego; and in section 4 we provide relevant insight into the 
benefit and potential shortcomings of the control algorithm, and discuss the implications of key model 
parameters and other important considerations for real-world ramp smoothing applications. While the 
original proposal envisioned a hardware demonstration, attempts to commission an existing battery 
energy storage system were unsuccessful and are described in Appendix B. 

2. Ramp Rate Control: concepts and methodology 

Section 2 describes the formulation, parameterizations, inputs, and outputs of the ramp rate control 
algorithm; sources and selection of data; and the image-based solar forecasting methodology used to 
forecast future ramps in PV power output. 

2.1 Ramp rate control algorithm 

We developed and demonstrated a control algorithm for BESS and inverter control using image-based 
solar forecasting to limit ramp rates to 10 percent of the rated PV plant capacity per minute. 

Fig. 1 depicts the operation of the control algorithm. For a forecasted down-ramp—that is, for clear sky 
conditions and an approaching cloud—the BESS charges prior to the start of the ramp and during the 
ramp. Conversely, for a forecasted up-ramp—that is, for cloud shadows leaving the footprint of the PV 
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system—an optimal amount of PV power output charges the BESS, and less power therefore reaches the 
medium voltage grid. If the BESS reaches its rated charge, the inverter may reduce throughput. With 
either BESS or inverter control during up-ramps, the system achieves the same result—less power 
reaches the grid.  In this way, the system mitigates the forecasted up-ramp and prevents exceedances of 
the ramp rate threshold. 

 

 
 

 
 
Figure 1 – A conceptual schematic shows the operation of the control algorithm. The “system” consists of a PV 
array, BESS, inverter, and solar forecasting. Without BESS and inverter control, ramp violations are frequent 
(black). The addition of a BESS and inverter provides reactive ramp smoothing (yellow, red). The further addition of 
forecasting provides proactive ramp smoothing (green); the response is proactive because the BESS charges prior 
to the ramp violation. 

 

2.1.1 Cost function and constraint equations 

The control algorithm is formulated as a discrete-time, linear optimization problem (Eqs. 1-5). The 
optimization routine is solved in MATLAB. At each time step the control algorithm seeks to maximize 
power output from the PV system, and also to maintain the BESS at the idle, or preferred, state-of-
charge (SOC)—0.5 in our simulations. In the cost function these two considerations compete with one 
another, and thus weights are used to assign relative importance (Eq. 1). 

The optimization routine contains equality and inequality constraints and is bounded. The equality 
constraints are basic and ensure continuity by forcing the state of the BESS and inverter to match the 
end state of the previous timestep. The inequality constraints maintain system dynamics—for example, 
by preventing the BESS from exceeding its rated capacity—and impose thresholds on the system ramp 
rate. Bounds ensure the inverter and BESS are not controlled beyond their limits. The inverter permits 
throughput between 0 and 100% of potential PV power, the former being full curtailment and the latter 
full throughput.  

As penalties for ramp rate violations and explicit markets for battery storage have not yet been codified, 
and as revenue for solar PV generation varies, the optimization routine is written with the absolute edict 
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“to not have ramp violations”. As regulations, penalties, and markets emerge, this work could be 
developed further to include the monetization of ramp violations, PV power production, and BESS 
cycling. In such an extension the ramp violation threshold and penalty would be part of the cost function 
and not an inequality constraint. 

𝑚𝑚𝑚𝑚𝑚𝑚 � 𝑓𝑓(𝒑𝒑,𝒗𝒗,𝒒𝒒) = ��−𝑃𝑃�𝑝𝑝𝒌𝒌𝑣𝑣𝑘𝑘�+ 𝛽𝛽�𝑞𝑞𝑘𝑘 − 𝑞𝑞𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑞𝑞𝑚𝑚𝑚𝑚𝑚𝑚��𝑞𝑞𝑘𝑘 − 𝑞𝑞𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑞𝑞𝑚𝑚𝑚𝑚𝑚𝑚��
𝑁𝑁

𝑘𝑘=1

 (1) 

Subject to  

−𝑟𝑟𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 ≤ [𝑣𝑣𝑛𝑛𝑓𝑓𝑛𝑛 − (𝑞𝑞𝑛𝑛+1 − 𝑞𝑞𝑛𝑛)] − [𝑣𝑣𝑛𝑛+1𝑓𝑓𝑛𝑛+1 − (𝑞𝑞𝑛𝑛+2 − 𝑞𝑞𝑛𝑛+1)] ≤ 𝑟𝑟𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 (2) 

−𝑐𝑐 ≤ 𝑞𝑞𝑛𝑛 − 𝑞𝑞𝑛𝑛+1 ≤ 𝑐𝑐 (3) 

𝑣𝑣𝑚𝑚𝑖𝑖𝑛𝑛 ≤ 𝑣𝑣𝑛𝑛 ≤ 1 (4) 

𝑞𝑞𝑚𝑚𝑖𝑖𝑛𝑛 ≤ 𝑞𝑞𝑛𝑛 ≤ 𝑞𝑞𝑚𝑚𝑚𝑚𝑚𝑚 (5) 

 

The cost function f (Eq. 1) is a function of the forecasted PV power output p, scheduled BESS control q 
and inverter throughput v—which are all vectors with length N, the forecast horizon. By minimizing the 
first term, -Ppkvk, the control algorithm allows maximum PV power to reach the grid. The first term does 
not include BESS dispatch; doing so would cause the BESS to discharge maximally over the forecast 
horizon. The second term, β(qk-qidleqmax)(qk-qidleqmax), is a heuristic that maintains the BESS near the 
preferred idle charge. P and β are forcing terms that weight each contribution. qidle is the BESS idle SOC 
and qmax is maximum energy capacity of the BESS. 

Eqs. 2-3 are inequality constraints. Eq. 2 imposes the ramp rate limitation. r is the maximum allowable 
ramp rate, given as a fraction (for example, 0.1), and pmax is the nameplate PV capacity (24 kW in our 
simulations). n is the time index and ranges from one to the forecast horizon N. Eq. 3 constrains the 
charge and discharge rate to within the maximum rate c, which has units of energy. 

Eqs. 4-5 are the optimization bounds. Eq. 4 bounds the inverter throughput between vmin (taken as zero) 
and one, where one corresponds to full throughput. Eq. 5 bounds the BESS charge between the 
minimum and maximum energy capacities qmin and qmax.  

2.1.2 Model parameterizations 

The control algorithm is parameterized using system specifications and the threshold for ramp rate 
violations. A comprehensive list of model parameterizations is presented in Table 1. 
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Table 1 – Control algorithm parameterizations 

Parameter type Parameter Units 
   
PV system Rated AC capacity kW 
BESS Maximum capacity kWh 
 Minimum capacity kWh 
 Maximum discharge capacity kW 
 Maximum charge capacity kW 
 Discharge efficiency - 
 Charge efficiency - 
 Idle state-of-charge - 
Inverter Minimum allowable throughput - 
Forecast Forecast horizon minutes 
Ramp rate Ramp rate threshold % pPVkWac,peak min-1 
   

 

2.1.3 Input and output 

Once parameterized (with those parameters in Table 1), the control algorithm requires only forecasted 
PV power output to the specified forecast horizon and measured PV power output from the previous 
two timesteps. Measured power output is required to calculate the current ramp rate of the PV system, 
whereas the forecasted power output provides a “schedule” of upcoming ramps, which the algorithm 
uses to determine optimal control of the BESS and inverter. 

The output of the control algorithm is the optimal dispatch schedule for the BESS and control of the 
inverter for the forecast horizon that minimizes the cost function. 

2.2 Image-based solar forecasting 

Solar irradiance is forecasted using a sky imager deployed at the University of California, San Diego (UC 
San Diego). The sky imager uses a fisheye lens to capture the full hemispherical images of the sky at 30-
second intervals. The sky imager and forecasting methods are described in the report for Task 2 under 
this contract and Yang et al. (2014). 

2.2.1 Cloud base height determination 

Cloud height determination is a key step in the sky imager forecasting process because errors in the 
cloud height determination propagate to successive steps—for example in the assignment of cloud 
shadows onto the ground, and hence onto PV systems. In this way, ramps in the PV power output may 
be forecasted where none exist. 

Several methods for cloud height detection can be used for image-based solar forecasting. Typically, 
data from METAR stations (from a nearby airport) is used. Because the METAR station is not generally 
collocated with the sky imager, discrepancies in reported METAR cloud height and observed cloud 
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height above the sky imager exist. These discrepancies could be resolved using a cloud speed sensor to 
georeference cloud shadows and constrain the cloud base height, as described in a separate report for 
Task 2 of this contract. However, such a method was not implemented with sufficient time to complete 
Task 3. As such, the ramp rate control in this work was completed using a ceilometer to determine cloud 
height. A ceilometer uses backscatter from a laser to determine the cloud base height and is in general 
more accurate than using METAR data. However, ceilometers are not commonly deployed near sky 
imagers due to large cost and weight, while cloud speed sensors could be integrated with sky imagers. 
The forecasts used in the ramp smoothing simulations therefore use the “best case” cloud height 
detection method that would likely also be achievable with a cloud speed sensor, but this work does not 
quantify the added benefit of the ceilometer-based method against the METAR-based method. 

We describe the development and implementation of the cloud speed sensor-based cloud detection 
algorithm—developed to improve the accuracy of the cloud height determination—in a separate report 
submitted in concert with this report. 

2.3 Sources of data 

Global horizontal irradiance (GHI) data was obtained from the DEMROES sensor network at UCSD. 
DEMROES (Decision Making using Real-Time Observations for Environmental Sustainability) is a sensing 
network of seven weather stations that collect environmental and atmospheric data, including solar 
irradiance. 

The use of DEMROES GHI data in place of PV power output data was for convenience and is beneficial 
for several reasons. One, the choice and selection of data from many potential stations ensures data 
availability at high temporal resolution. DEMROES data has a native resolution of 1 second and is 
averaged to 30 seconds in the simulations, which produces a small geographic smoothing effect. Data 
from local PV arrays report average power output at 15-minute intervals—such a time resolution is too 
coarse for practical ramp rate control. Second, sky imager forecasts generate GHI maps directly while PV 
power output requires further post-processing. Forecasts configured for use with PV systems require an 
intimate knowledge of many parameters, for example PV system geometrical specifications, rated 
efficiency, soiling, degradation, ambient temperature, wind speed, and others. Errors in these 
parameters propagate to cause errors in the forecasts. 

The DEMROES network reports GHI, which has units of watts per square meter (Wm-2). A scale factor 
converts measured GHI data to units of power, as would be reported from a PV system; we scale 1200 
Wm-2 to 24 kWAC. The scale factor normalizes by 1200 Wm-2 instead of the 1000 Wm-2 STC rating to 
account for 20% losses due to PV panel, wiring, mismatch, and inverter.  In this way, GHI serves as a 
proxy for PV power output. Importantly, the DEMROES GHI sensor is a point sensor, and “power output” 
from a point sensor has greater variability than a PV array; however, averaging 1-sec GHI data to 30-sec 
data produces an effective geographic smoothing effect, which counters this greater variability. In 
general, variability in PV power output decreases with increasing area of the PV array—we say power 
output is “geographically smoothed”; and the orientation of the PV system with respect to cloud motion 
affects variability as well. The important takeaway is that variability in power output from any PV 
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system—whether utility-scale or residential, or from a point sensor—is unique to that system and 
location, and simulations and results which depend on a given profile of variability should be interpreted 
with this in mind. 

Due to the effect of geographic smoothing, the use of irradiance data from a single point sensor in place 
of power output from a utility-scale PV system is not appropriate; however, its use as a substitute for 
power output from residential rooftop PV systems, which measure typically about 10 to 100 square 
meters in area, is reasonable. For example, Arias Castro et al. (2014) showed that irradiance correlations 
at a 10 m spacing for 30 s ramps are 0.95 (their Figure 4)1.  In this report, “PV power output” means 30-
second GHI data obtained from the UCSD DEMROES sensor network. 

2.4 Selection of data and characterization of variability 

To quantify the performance of the ramp rate control algorithm generally we sought many different 
seasonal and cloud conditions—to this end we ran ramp smoothing simulations for a summer period—
30 days in June and July 2014—and a winter period, November 2014. We did not select a single summer 
month—either June or July—due to missing data sequences. PV power output changes seasonally. We 
classify three distinct conditions: clear, cloudy, or overcast. Overcast is distinguished from partly cloudy 
in that the sky is completely covered with clouds which results in low irradiance, low variability 
conditions. Cloudy conditions, by contrast, may have short or long periods with high irradiance. Every 
day in the summer period has at least some cloud coverage; 18 days are cloudy/partly cloudy; and one 
day is overcast. The winter period has 6 perfectly clear days; 12-13 cloudy days; and 2-3 overcast days. 
PV power output for the two periods is presented in Figs. 2-3. 

 

 

                                                           
1 Ery Arias Castro, J Kleissl, M Lave, Jason Schweinsberg, Ruth Williams, A Poisson model for anisotropic 
solar ramp rate correlations, Solar Energy, 101:192-202, 2014, 
http://dx.doi.org/10.1016/j.solener.2013.12.028. 
 

http://dx.doi.org/10.1016/j.solener.2013.12.028
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Figure 2 – Solar irradiance—used as a proxy for PV power output—measured at UC San Diego during June and 
July 2014. The native temporal resolution is one second and is averaged to a 30-second timestep for 
simulations. Daily peak irradiance for the summer period varies from 850 to 1350 Wm-2. The y-axis is normalized 
(from zero to one, where one is the nameplate capacity of the PV system, 24 kWac) and so the relative 
magnitude of power output can be compared directly to Fig. 3. Both sunny (e.g., Jun 16-22) and cloudy (e.g., Jun 
26, Jul 1-2, Jul 21-22) conditions are frequent. Days classified as clear, cloudy, and overcast/partly-overcast are 
plotted in green, yellow, and red, respectively. 
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Figure 3 – Solar irradiance—used as a proxy for PV power output—measured at UC San Diego during November 
2014. The native temporal resolution is one second and is averaged to a 30-second timestep for simulations. 
Daily peak irradiance during the winter period varies from 550 to 950 Wm-2. The y-axis is normalized (from zero 
to one, where one is the nameplate capacity of the PV system, 24 kWac) and so the relative magnitude of power 
output can be compared directly to Fig. 2. Sunny and partly cloudy conditions are frequent, and significant 
cloudy periods are observed on Nov 1, 13-15, 21, and 30. Overcast periods are observed on Nov 11 and the 
morning of Nov 10 and 12. Days classified as clear, cloudy, and overcast/partly-overcast are plotted in green, 
yellow, and red, respectively. 

 

In the context of ramp rate control, the PV power output alone can be thought of as “uncontrolled” 
power output. The subsequent control of a BESS and inverter, summed with the uncontrolled power, 
thus represents the “controlled” power output. The time series of uncontrolled power presented in Figs. 
2-3 contains many cloudy periods and contains many ramp violations. Ramp rates and ramp violations in 
the uncontrolled power time series for the selected time periods are presented in Figs. 4-5. 

More ramp rate violations occur in the summer period relative to the winter period. Two factors explain 
this observation. First, the peak PV power output during the summer period is significant larger than 
during the winter period. Where PV power output during summer commonly exceeds 80 percent of the 
nameplate PV capacity, output during November typically does not exceed 60-65 percent, except when 
caused by cloud enhancement. Because ramp violations are calculated as a percentage of the nameplate 
PV plant capacity (for example, exceedances of 10 percent per minute), and because increases and 
decreases in irradiance from passing clouds are greater in summer, ramp rate violations are more likely 
to occur during summer for a given cloud sequence passing over a PV array. And second, the presence of 
marine layer stratocumulus clouds during summer months (typically May to July) along the coast of 
Southern California—which typically dissipate in late morning and re-form in late afternoon on a given 
day—causes more cloudy conditions. Winter months in San Diego, by contrast, are typically clear. Such 
observations are evident from Figs.4-5. 
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Figure 4 – Ramp rates and ramp violations in the PV power output measured at UC San Diego during selected 
days in June and July 2014. The number of ramp violations is presented daily at the bottom right. Ramp rates 
are shown as black line with black dots, but when the ramp rate exceeds 10% / min the dots are colored red. 

 

 
 
Figure 5 – Ramp rates and ramp violations in the PV power output measured at UC San Diego during November 
2014. The number of ramp violations is presented daily at the bottom right. Ramp rates are shown as black line 
with black dots, but when the ramp rate exceeds 10% / min the dots are colored red. 
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Many days in the selected periods contain both significantly large ramp violations and a significant 
number of ramp violations; other days are almost perfectly clear. Such variety produces a wide 
distribution of ramp rates in the uncontrolled PV power output. Two visualizations of this distribution 
are presented. First, Fig. 6 presents the frequency of ramp rates that exceed specific ramp thresholds. 
This shows the probability that a given ramp rate in the time series exceeds a threshold. Second, ramp 
violations in the PV power output have an associated energy density—namely, a quantity of energy the 
BESS must dispatch or absorb to mitigate the ramp violation. Fig. 7 presents the distribution of energy 
densities for down-ramp violations (which the inverter cannot help to mitigate). 

 
 
Figure 6 – The distribution of ramp rates in the uncontrolled PV power output. Ramp rates for the summer and 
winter period are presented separately. 
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Figure 7 – The distribution of energy required to mitigate ramp violations without forecasting for the summer 
period (left) and the winter period (right). Energy is given in units of kW-Δt, where Δt is the timestep duration, 
30 seconds. All ramp violations can be mitigated without forecasting by dispatching no more than 12 kW for the 
30-sec timestep. 

 

3. Ramp Rate Control Simulations 

We simulated ramp rate control using the optimization routine presented in Section 2 for two periods—
a summer period consisting of 30 days from June and July 2014 selected based on data availability, and a 
winter period consisting of all 30 days in November 2014. We ran simulations for these periods in two 
separate domains: first, to explore the relationship between BESS sizing and ramp violation mitigation; 
and second, to explore the efficacy of the sky imager forecasts to facilitate ramp violation mitigation by 
simulating ramp smoothing using also persistence forecasts and perfect forecasts. Persistence forecasts 
project measured PV power output at the current timestep through the entire forecast horizon. Using 
persistence forecasts is therefore equivalent to using no forecasts. Perfect forecasts, on the other hand, 
use back-casting (that is, future PV power output) in place of forecasts; at each timestep, the perfect 
“forecast” is therefore 100% accurate. 

3.1 Performance metrics 

The performance of a ramp rate control algorithm is quantified based on its ability to reduce the 
number of ramp violations by smoothing PV power output. It should reduce violations with the smallest 
(that is, least expensive) BESS and with the least amount of BESS cycles and energy curtailment. We 
therefore quantify the performance of the algorithm with respect to several metrics: the number of 
ramp violations and BESS cycles, and the amount of energy curtailment. 

The primary metric is the number of observed ramp rates in the system output (that is, the sum of PV 
power, BESS power, and inverter curtailment) in exceedance of a maximum allowable limit, which we 
term “ramp violations”. But the number of ramp violations alone is not revealing—other metrics are 
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necessary and provide additional insight into algorithm performance. For example, a better algorithm 
will reduce the same number of ramp violations using less BESS energy and curtailing less PV power 
output. BESS cycles and inverter curtailment thus serve as additional key metrics. 

More accurate forecasts help reduce ramp violations for a given BESS configuration. The utility of the 
sky imager forecast can be quantified by comparing the performance of the control algorithm against 
identical control simulations using perfect forecasts and persistence forecasts. Perfect forecasts use 
back-casting (that is, future known data) in place of real forecasts. They are therefore 100% accurate 
and impracticable, but are helpful nevertheless because they serve as a best-case point of comparison 
for sky imager forecasts. Persistence forecasts use the measured PV power output at the current time 
step as the prediction of power output for the entire forecast horizon. As such, the persistence 
methodology cannot forecast ramps, but can only schedule control reactively.  

The relevant performance metrics of the PV-BESS-inverter system are thus the number of ramp 
violations from the raw PV power output and from the controlled system power output, the number of 
BESS charge cycles, and amount of energy curtailed by the inverter. A better control algorithm will 
reduce more ramp violations using less BESS cycles and with less inverter curtailment. 

3.2 Example of uncontrolled power output and system response 

To illustrate the operation of the ramp rate control algorithm, the uncontrolled power output (that is, 
the raw PV power output without a BESS or inverter control) is plotted with the controlled or system 
power output. By “system” we mean the sum of PV power output, BESS output, and inverter 
curtailment. The time series for power output and ramp rates for the PV array and system are presented 
in Fig. 8 for November 15, 2014, the second cloudiest day in November 2014. For the results in Figs. 8-9, 
a 24 kWac PV array, a 5 kW / 0.5 kWh = 10 kW / kWh or 5 kW / 60 kW-Δt, where Δt is the timestep 
duration), and sky imager forecasts were used.  
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Figure 8 – The uncontrolled PV power output and system power output for November 15, 2014 exemplify 
qualitatively the operation and efficacy of the ramp rate control algorithm (top). The “system output” is the sum 
of PV power output, BESS output, and inverter control. The BESS configuration is 5 kW / 0.5 kWh = 10 kW / kWh 
or 5 kW / 60 kW-Δt, where Δt is the timestep duration, 30 seconds. November 15 was the second cloudiest day 
during the winter period and contained a significant number of large ramp rates and violations (middle). The 
ramp rate thresholds (+/- 10 percent of peak PV ac rating per minute) are depicted with dashed lines. Inverter 
throughput of one corresponds to zero curtailment. All ramp violations are mitigated; 1.64 kWh of BESS 
dispatch (4.1 cycles at 80% depth-of-discharge) and 0.01 kWh of curtailment occurred. 

 

A particularly cloudy period—from 09:15 to 10:30—during the same day is presented in Fig. 9. 
Significant ramp amplitudes—greater than +/- 25% / min of the nameplate capacity of the PV system—
are observed in the uncontrolled PV power output. Together, the control of the BESS and inverter 
mitigates the majority of ramp violations, though the largest down-ramp violations are not mitigated 
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because the BESS kW capacity is too small. Significant inverter curtailment is required to mitigate the 
largest up-ramp violations. 

 
 
Figure 9 – The uncontrolled PV power output and system power output (top), ramp rates and the +/- 10 percent 
per minute ramp rate threshold (middle), and BESS dispatch and inverter throughput (bottom) for 09:00–10:15 
on November 15, 2014 using sky imager forecasts. All ramp violations are mitigated. 

 

3.3 Performance with respect to BESS sizing 
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capital and operational costs of a BESS. These are competing costs; if the monetization of ramp 
violations is not set properly, investment in a BESS may have negative net present value and therefore 
the operator will not be incentivized to mitigate violations. Though we did not consider the 
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monetization of ramp violations, an exploration of BESS sizing on ramp violation mitigation nevertheless 
provides key insight into the efficacy of the control algorithm. 

Before presenting simulation results, several comments on the methodology used to establish BESS 
capacities are needed first. The nameplate capacity of the PV system (measured in kWac, for example) is 
an input to the control algorithm, and is the parameter with respect to which the BESS dispatch capacity 
(measured in units of power) is sized. The time series of PV power output has some distribution of ramp 
rates, measured as the percent change in the PV system nameplate capacity per minute. The BESS 
dispatch capacity needed to mitigate all ramps is therefore bounded by the PV system nameplate 
capacity and some fraction of the nameplate capacity, and is a function of the distribution of ramp rates. 
Inverter curtailment may affect this dispatch capacity. 

The BESS energy capacity (measured in units of energy) can be considered in terms of an absolute rating 
(measured in kWh, for example) or, more usefully, as the number of consecutive timesteps that can 
accommodate maximum charge or discharge (a “timestep-based” approach). This is because the ratio of 
the BESS energy and dispatch capacities is critical for ramp smoothing. Fig. 10, using the timestep-based 
convention, presents the set of BESS configurations simulated. We use this convention throughout this 
work. As a simplified illustration, consider a 1 kW / 5 kWh = 0.2 kW / kWh BESS and a 1-hour timestep. 
This BESS energy capacity can accommodate five timesteps of maximum charge or discharge (ignoring 
depth-of-discharge restrictions).  

Representing the energy capacity with the timestep-based convention facilitates understanding of the 
BESS sizing. The nature of the BESS in a ramp smoothing application is twofold: one, it maintains an idle 
SOC of approximately half the usable SOC, where the “usable” SOC considers the depth-of-discharge; 
and two, in the presence of consistent passing clouds, it discharges and charges almost sinusoidally—it 
discharges to mitigate down-ramps and then charges to mitigate up-ramps. The BESS energy capacity 
required to mitigate all ramp violations, when coupled with an appropriately-sized dispatch capacity, is 
directly relatable to the magnitude of ramp rates in the PV power output. 
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Figure 10 – The number of timesteps that can accommodate full charge or discharge for a given configuration of 
BESS capacities, relative to the 24 kWac PV system. Mathematically, this is the ratio of the BESS energy capacity 
(measured in kW-Δt, where Δt is the timestep—30 seconds in our simulations) to the BESS dispatch capacity 
(measured in kW). The maximum ratio is  1 kW / 1 kWh = 1 kW / kWh or 120 kW-Δt/1 kW and the minimum 
ratio is 120 kW / kWh = 10 kW / 0.083 kWh or (10 kW-Δt/10 kW). The vast majority lie between 6 to 14 kW / 
kWh. The values on the high end of the kW / kWh ratings are probably unrealistic, but included for 
completeness. 

 

To explore the relationship between BESS sizing and ramp violation mitigation, we simulated numerous 
BESS configurations—energy capacities from 0.083-1 kWh (10-120 kW-Δt, where Δt is the duration of 
one timestep), and dispatch capacities from 1-10 kW. The PV system has nameplate capacity 24 kWac, 
and thus the selection of configurations covers a wide range of capacities relative to the PV system. The 
BESS dispatch capacities (1 to 10 kW) range from (approximately 4–41% of the PV capacity, and the 
range of energy capacities (0.083 to 1 kWh) can, when fully charged, accommodate maximum discharge 
for approximately 0.5 to 60 min, a wide range—many of the energy-dispatch ratios are not proportional 
(that is, optimally selected) for ramp smoothing, but were included in the analysis to bookend the 
simulation results. 

The results of ramp smoothing simulations for all BESS configurations and using sky imager forecasts are 
presented in Fig. 11 for the summer and winter period. The results of a single BESS configuration are 
presented later in Section 3.4 for all forecast methodologies. 

From Fig. 11, a wide range of BESS dispatch and inverter curtailment achieves a similarly wide range of 
ramp violation mitigation. Improvement in ramp violation mitigation is achieved most precipitously 
when the BESS dispatch capacity is increased from 1 to 4 kW; further mitigation is achieved thereafter 
but at a lesser rate of improvement. Increase in the energy capacity begets a less marked improvement. 
The trends in ramp violation mitigation in Fig. 11 are presented in a different visualization—as data 
series of constant capacities—in Fig. 12. 

Significant inverter curtailment is used, especially during the summer period, for the smallest BESS 
dispatch capacities (1-2 kW); consequently less total BESS dispatch is used. The need for curtailment falls 
off quickly with increasing dispatch capacity; again, consequently, the total BESS dispatch needed 
increases quickly in response. 

Interestingly, ramp violation mitigation is not monotonic with increasing BESS energy or dispatch 
capacity, for the following reason. As the dispatch capacity is increased for a given energy capacity, the 
capability of the BESS to mitigate a ramp violation is also increased; however, with a small energy 
capacity and with inaccurate forecasts, such extended dispatch capability can cause the BESS to operate 
near its energy storage limits—either full or empty. Mitigation of successive ramps may then not be 
possible. Fig. 13, which shows the “stress”, or fraction of timesteps the BESS operates near its limits, 
explicates this fact.  
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Figure 11 – The number of total ramp rate violations (left), total energy discharged from the BESS (middle), and 
total energy curtailed at the inverter (right) are shown for the range of BESS capacities simulated for the 
summer (top) and winter (bottom) periods. Sky imager forecasts are used. Because the BESS energy capacity is 
varied, we report the total energy discharged by the BESS during the simulation period, rather the number of 
charge cycles, which is normalized by the maximum energy capacity. 

 

The number of total ramp rate violations in Fig. 11 is plotted in Fig. 12 as individual contours of constant 
dispatch (kW) and energy (kW-Δt) capacity. Fig. 12 shows clearly that for certain BESS configurations—
both constant dispatch capacity and constant energy capacity—a threshold is reached after which any 
increase in the other capacity does not beget further mitigation. This trend is most salient with lines of 
constant dispatch capacity (kW). 
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Figure 12 – The number of total ramp violations for individual contours of constant energy capacity (left) and 
constant dispatch capacity (right) for the winter (top) and summer (bottom) periods. Increasing the energy 
capacity for data series of constant dispatch capacity (left) improve ramp violation mitigation, but each dispatch 
capacity has a threshold after which ramp violation mitigation no longer improves with increasing energy 
capacity. The same is true, but less precipitous, for increasing dispatch capacity and constant energy capacity 
(right). 

 

Fig. 13 presents the “state-of-charge stress” and “dispatch stress” of the BESS. The state-of-charge stress 
is the fraction of timesteps during which ramp violations in the uncontrolled power occur when the BESS 
SOC is within 15% of the minimum or maximum rated energy capacity—that is, near either end of the 
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operational limit of the BESS. The dispatch stress shows the same fraction for dispatch—that is, when 
BESS dispatch is within 15% of the maximum rated charge or discharge capacity. 

The state-of-charge stress best explains the non-monotonic improvement in ramp violation mitigation 
shown in Figs. 11-12. In short, an increase in the dispatch capacity for a given energy capacity does not 
necessarily improve mitigation. The dispatch capacity of 1-4 kW for the winter period is a salient 
example. This is because, with increased dispatch capability, the BESS often finds itself near its 
maximum or minimum SOC and therefore unable to mitigate successive ramps.  

The dispatch stress decreases quickly with increasing dispatch capacity (from 1-4 kW), and thereafter 
decreases less so. This implies that, though necessary to mitigate all ramps, the additional dispatch 
capacity beyond 4-5 kW is utilized infrequently and only for the largest ramp violations. 

 

 
 
Figure 13 – The “state-of-charge (SOC) stress” and the “dispatch stress” for the summer (top) and winter 
(bottom) periods for sky imager forecasts. As both BESS capacities increase (the bottom-right of each plot), the 
fraction of timesteps during which the BESS is nearly fully charged or discharged, and during which the 
maximum rated charge or discharge is required to mitigate a ramp, decreases. The decrease in dispatch stress 
with increasing BESS dispatch capacity (x-axis) implies there is a reduced need for the additional dispatch 
capacity to mitigate ramp violations. 
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3.4 Performance with respect to forecasting 

In this section we quantify the efficacy of the sky imager solar forecast to facilitate ramp violation 
mitigation. We first ran simulations with sky imager solar forecasts as inputs to the ramp rate control 
algorithm, and then re-ran identical simulations using, separately, persistence forecasts and perfect 
forecasts. The perfect forecast, though impracticable, provides an upper limit on ramp violation 
mitigation for a given BESS configuration. Comparing the efficacy of these three forecast 
methodologies—sky imager, persistence, and perfect forecasts—provides further insight into the utility 
of the sky imager forecast. 

Fig. 14 presents the difference in results between the sky imager and persistence forecasts. The 
difference is calculated as the results of the sky imager forecast minus those of the persistence forecast; 
positive values therefore denote a greater occurrence (for example, more violations) using sky imager 
forecasts. In both seasonal periods, the sky imager forecasts use greater BESS dispatch and inverter 
curtailment. The use of sky imager forecasts affects greater ramp violation mitigation in all cases except 
for smaller BESS dispatch capacities during the summer period (less than 5-6 kW). The summer period in 
coastal San Diego contains large and frequent ramp rates and thick stratocumulus clouds that form and 
dissipate typically daily, which are difficult to forecast. Smaller BESS capacities combined with inaccurate 
forecasts therefore challenge the ramp violation mitigation potential of the system. Larger BESS dispatch 
capacities have a greater capacity to compensate for sky imager forecast error and therefore 
outperform the persistence forecasts. 

 

 
 
Figure 14 – The difference in total number of violations (left), difference in total BESS dispatch (middle) and 
difference in inverter curtailment (right) for the summer period (top) and winter period (bottom). The 
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difference calculated is the results of using the persistence forecast subtracted from the results of using the sky 
imager forecast—positive values therefore represent a greater occurrence when using the sky imager forecast.  

 

To highlight the benefits, disadvantages, and general differences between the three forecast 
methodologies, we now turn to daily results for a single BESS configuration—6 kW / 0.167 kWh = 36 kW 
/ kWh or 6 kW / 20 kW-Δt, where the timestep Δt is 30 seconds). The primary function of the control 
algorithm is ramp violation mitigation, which is consequently the most important metric. The means to 
achieve such mitigation—namely BESS cycling and inverter curtailment—are secondary. Figs. 15-16 
present the total number of ramp violations for the summer and winter period, respectively.  

The perfect forecast mitigates more ramp violations in the summer period—and does so using less BESS 
dispatch and inverter curtailment—than sky imager and persistence forecasts (Fig. 15). The sky imager 
forecast, in turn, mitigates more ramp violations than the persistence forecast, but requires more BESS 
dispatch and inverter curtailment to do so (cf. Fig. 14). 

 
 
Figure 15 – The total number of ramp rate violations (top), BESS dispatch (middle), and inverter curtailment 
(bottom) for each day in the summer period is presented for each forecast type for the BESS configuration 6 kW 
/ 0.167 kWh = 36 kW / kWh or 6 kW / 20 kW-Δt. The perfect forecast mitigates nearly all ramp violations, while 
the sky imager forecast outperforms the persistence forecast in mitigating ramp violations over the course of 
the month. 

 

The perfect forecast mitigates all ramp violations in the winter period, including the cloudiest days (Nov 
1, 13-15, 30), and does so using less BESS dispatch and inverter curtailment than sky imager and 
persistence forecasts (Fig. 16). 

The persistence forecast consistently uses less BESS cycles than the sky imager forecast, independent of 
whether the day is clear, cloudy, or overcast (Fig. 16). This is intuitive—ramp rate control with 
persistence forecasting is reactive by definition; the system cannot predict ramps and so the BESS is not 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
0

10

20

30

N
um

be
r o

f
V

io
la

tio
ns

 

 

Persistence
Sky imager
Perfect

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
0

2

4

B
E

S
S

D
is

ch
ar

ge
[k

W
h]

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
0

1

2

3

Day of the Summer Period

In
ve

rte
r

C
ur

ta
ilm

en
t

[k
W

h]



23 

dispatched in advance of an upcoming ramp. The sky imager forecast uses the greatest number of BESS 
cycles, which is also intuitive—where the persistence forecast is reactive, and where the perfect forecast 
predicts ramps perfectly, the sky imager forecast predicts ramps with a combination of magnitude and 
temporal errors and therefore schedules BESS dispatch sub-optimally. For instance, the BESS may be 
dispatched in preparation for a forecasted ramp that never occurs. Such behavior, though minimal, is 
clearly visible on many clear days (for example, Nov 3-8, 25-28). 

The inverter curtails energy only on the cloudiest days (Fig. 16). The sky imager forecast curtails the 
most PV power output, which is required when forecast error is prevalent. The perfect forecast curtails 
little to none.  

 
 
Figure 16 – The total number of ramp rate violations (top), BESS dispatch (middle), and inverter curtailment 
(bottom) for each day in the winter period is presented for each forecast type for the BESS configuration 6 kW / 
0.167 kWh = 36 kW / kWh or 6 kW / 20 kW-Δt.  

 

4. Discussion of Simulation Results 

Implications of seasonal variability 

The seasonal variability of solar irradiance has several implications for ramp smoothing. With seasonal 
variability, a ramp rate limitation based on a percentage of the nameplate ac capacity of the PV system 
means the same cloud sequence (that is, the same clouds during a short period—same optical thickness, 
composition, shape, speed, etc.) will produce larger ramp rates, and hence more severe ramp violations, 
for a given PV system. A BESS installed to mitigate ramp rates should therefore be sized for operation 
during summer months when fluctuations in the PV power output are largest.  

The local climate has implications for ramp smoothing as well. For instance, some months in certain 
climates may be mostly cloudy—as is the case for Southern California during May through July due to 
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marine layer stratocumulus clouds along the coast—while other months may be almost entirely clear. 
BESS utilization to mitigate ramp rates is therefore heterogeneous over the period of one year, with 
periods of heavy use and others of standby. An analogy can be made here to the electric grid, which is 
oversized to provide reliable electricity during the few, most demanding hours of the year. Similarly, to 
mitigate all ramps, the BESS must be oversized to provide reliable attenuation on the few cloudiest days 
of the year. As specific rules and limitations on ramp rates have not been codified, whether such 
oversizing is economical or practical is beyond the scope of this work. 

Implications of BESS sizing 

Requirements for ramp rate mitigation from PV systems will likely increase in the future with high PV 
penetration, and operators of PV arrays without BESS or other storage installed behind-the-meter will 
have to consider installing such systems. Ultimately, economics—between the monetization of ramp 
violations, BESS capital cost, BESS lifetime, and the value of PV power generation via market rates, 
purchase agreements, or feed-in tariffs—will drive BESS investment decisions, including the choice of 
BESS capacity. Though such monetizations are outside the scope of this work, an exploration of BESS 
sizing on ramp rate mitigation provides initial insight into the optimal BESS sizing in a future where 
monetizations exist. 

Section 3.3 showed that larger BESS capacities improve ramp violation mitigation, but with diminishing 
returns. Increasing the BESS dispatch capacity from 1-4 kW increases mitigation most rapidly; mitigation 
improves thereafter but at a decreasing rate. Increasing the BESS energy capacity from 0.083-0.25 kWh 
(10-30 kW-Δt) also increases mitigation. Fig. 12 shows how a BESS with a given energy capacity reaches 
a point where increases in the dispatch capacity do not improve mitigation. The same is true for a given 
dispatch capacity and increasing energy capacities. These trends in BESS sizing versus mitigation show 
that both capacities must be increased proportionally to one another to achieve effective ramp violation 
mitigation. 

Implications of forecast accuracy 

Ramp rate control without forecasting is possible but is severely handicapped: though the BESS 
dispatches optimally during a ramp, without a prediction of upcoming ramps, it dispatches reactively, 
never proactively. Forecasts predict ramps prior to their occurrence, which allows the BESS to dispatch 
optimally prior to the ramp, as well as during it. Ramp rate control with accurate forecasting is therefore 
superior to control without it, in theory. In other words, solar forecasts allow a smaller BESS to achieve 
the same performance as a larger BESS without forecasting. 

The best-case improvement in BESS dispatch and inverter control is observed when using perfect 
forecasts—that is, when perfect information about upcoming ramps is available. Such a method is in 
practice impossible but nevertheless provides an upper limit to the utility forecasting can provide with a 
given ramp rate control algorithm. Because short-term solar forecasting is non-trivial, and errors do 
occur, the results of ramp rate control in separate sets of simulations—first using perfect forecasts and 
second persistence forecasts (which is equivalent to no forecast methodology)—provide bounds of sorts 
on the results of simulations with sky imager forecasts. Sufficiently accurate sky imager forecasts will 
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provide better ramp mitigation than persistence forecasts, but will not beat perfect forecasts. Two 
questions then arise: one, to what degree and in what situations do sky imager forecasts outperform 
persistence forecasts; and two, are additional costs incurred to achieve such outperformance? 

With regard to the first question, in general the sky imager forecasts are superior; however, the 
combination of many cloudy days, forecast errors, and a small BESS dispatch capacity can reduce 
mitigation potential. In these cases the persistence forecasts are superior (cf. Section 3.4 and Fig. 14). 
The answer to the second question is clear: to outperform persistence forecasts, the sky imager 
forecasts require greater BESS cycling and inverter curtailment due to forecast error (cf. Figs. 14).  

5. Conclusion 

We developed a ramp rate control algorithm for BESS and inverter control to mitigate ramp rates in 
power output from a PV system. The control algorithm uses image-based solar forecasts to predict 
future fluctuations in PV power output (“ramps”) and schedules optimal control of a BESS and inverter—
the BESS provides and absorbs power in concert with fluctuating power output from the PV system to 
mitigate up- and down-ramps; the inverter curtails energy by adjusting the efficiency of the PV system 
to mitigate up-ramps. Inputs to the ramp rate control algorithm are almost entirely internal to the PV-
BESS-inverter-forecast system; the maximum permissible ramp rate is the only outside input. 

Section 2 introduces ramp smoothing concepts and details the methodologies underlying the control 
algorithm and solar forecasting process. The selection of PV power data used in ramp smoothing 
research is an important step as the magnitude and duration of ramps in PV power output are sensitive 
to the location, orientation, and spatial topology of the PV system. No two PV systems (or point sensors) 
have the same variability characteristics (that is, the same timing and magnitude of fluctuations in 
power or irradiance). In our simulations we use point sensor irradiance data—averaged from one 
second to 30 seconds—as a proxy for PV power output. 

Section 3 introduces key metrics used to evaluate the performance of the control algorithm, and 
introduces the concept of “uncontrolled power” and “system power”. The results of numerous 
simulations are presented, and their implications are discussed in Section 4. In one set of simulations the 
BESS configuration (that is, the BESS energy and dispatch capacities) is varied to understand the 
relationship between BESS sizing and ramp violation mitigation. Mitigation improves with increasing 
capacities but improvement tapers at specific thresholds. As such, BESS capacities should be increased in 
proportion to one another to best improve mitigation. In a second set of simulations we implemented 
different forecasting methodologies—sky imager, persistence, and perfect forecasts—to quantify the 
utility of sky imager forecasts in the ramp mitigation process. Sky imager forecasts outperform 
persistence forecasts, except for BESS configurations with small dispatch capacities during the summer 
period when clouds are most prevalent. 
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Supplemental Information 

Appendix A: Day-by-day solar forecast errors 

Tables A.1–A.4 enumerate sky imager forecast error for the summer and winter period. Mean bias error 
(MBE) is a measure of overall error and has units of Wm-2 (Eq. A-1). Root mean square error (RMSE) is a 
measure of the average deviation from the measured value and has units of Wm-2 (Eq. A-2). In Eqs. A-1 
and A-2, pk,fc is the forecasted irradiance, pk,obs is the observed irradiance, and N is the number of data in 
the daily time series. 
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Table A.1 – Sky imager forecast mean bias error (MBE) and root mean square error (RMSE) by day, 
summer period 

  MBE RMSE RMSE RMSE RMSE 
Day Date Nowcast Nowcast 30-sec 

persistence 
5-min 5-min 

persistence 
       
1 Jun 1 -17.2 63.5 23.9  77.2 52.8 
2 Jun 2   -41 135.7 61.9 169.2  94.5 
3 Jun 3 -21.2  36.9 12.1  44.8  28.4 
4 Jun 4  17.8 150.4 46.7 181.5 145.7 
5 Jun 5 -18.9  59.2 49.8  96.3  83.1 
6 Jun 6 -44.7 124.8 70.8 196.9 124.6 
7 Jun 7 -21.2  90.4 76.1 182.1 126.2 
8 Jun 8 -25.9  85.4 57.9 226.7    73 
9 Jun 9  -0.6  63.6 30.6  52.8  80.1 
10 Jun 10 -22.9  89.1 69.6 110.3    97 
11 Jun 15 -21.1 131.2 44.7 168.9 140.5 
12 Jun 16   -20  46.4 18.8  51.8  45.5 
13 Jun 17 -19.6  54.6 27.5  54.3  64.2 
14 Jun 18 -19.8  25.8  5.4  26.2  19.5 
15 Jun 19 -26.9  66.9 26.2    78  52.8 
16 Jun 20 -13.2    45 27.2  55.1  52.8 
17 Jun 21 -25.7    69 20.4  70.8  50.8 
18 Jun 22 -22.2  48.5 20.3  49.5  52.3 
19 Jun 23 -18.9  70.4 42.2  81.8  77.7 
20 Jun 24 -17.1  48.4 34.9  71.6  61.1 
21 Jun 25 -30.6  76.6 24.6  87.2  49.5 
22 Jun 26  -8.1   123 63.2   180 129.2 
23 Jul 1 -48.8 138.3   60 186.2    93 
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24 Jul 2 -27.2 100.8 75.9 147.3 112.3 
25 Jul 21   7.7 119.3 91.6 125.9 134.6 
26 Jul 22 -24.8 123.1 77.1 157.8 108.8 
27 Jul 23   4.1  10.8  3.8  24.4  15.3 
28 Jul 25  -4.3  59.6    4  79.1  15.4 
29 Jul 26  70.6 210.5 68.8 203.3 169.1 
30 Jul 27 -26.3 107.1 22.1 108.9  58.4 

 

Table A.2 – Sky imager forecast mean bias error (MBE) and root mean square error (RMSE) by day, 
winter period 

  MBE RMSE RMSE RMSE RMSE 
Day Date Nowcast Nowcast 30-sec 

persistence 
5-min 5-min 

persistence 
       
1 Nov 1 -43.5  134 89.2 205.7 201.4 
2 Nov 2  26.3 108.1 33.3 113.7  86.3 
3 Nov 3  28.5  46.4  2.4  46.4  10.8 
4 Nov 4  31.1  46.4  2.3  46.8  11.3 
5 Nov 5  26.1  40.5  1.1  38.1  10.6 
6 Nov 6  25.2  38.7  1.1  38.6  10.6 
7 Nov 7  29.6  42.4  4.2  42.3  11.5 
8 Nov 8  14.5  29.1  1.1  30.8  10.5 
9 Nov 9   7.3  42.3   25  71.2  36.1 
10 Nov 10  -8.4  77.5 28.2  90.4  65.9 
11 Nov 11  -6.4    43 13.9  43.5  51.7 
12 Nov 12  -9.5  46.8 11.5  51.6  43.8 
13 Nov 13 -33.7 104.2 48.7 100.9  99.8 
14 Nov 14   0.7 129.3   52 149.8 104.7 
15 Nov 15 -33.8  94.4 50.1 142.3   107 
16 Nov 16   -11  58.5  8.3  53.8  32.2 
17 Nov 17  14.1  36.8  5.1  62.3  18.8 
18 Nov 18     6  85.9 25.9    70  61.1 
19 Nov 19 -11.6  71.1 34.4  84.4  65.4 
20 Nov 20   6.5  53.3 14.9  64.2  55.7 
21 Nov 21  -5.1  68.6 28.6  88.7  70.2 
22 Nov 22   2.5  19.4  5.2  22.6  16.5 
23 Nov 23  -6.2  45.2 15.4  52.5  43.7 
24 Nov 24 -16.5  59.9  8.6    45  22.6 
25 Nov 25   6.7  24.8  1.1  19.1  10.7 
26 Nov 26   6.7  20.8  1.1  15.3  10.4 
27 Nov 27   6.9    21  2.6  17.5  11.2 
28 Nov 28   6.5  11.1  1.1  16.4  10.4 
29 Nov 29   4.7  24.7 11.2  37.1  25.2 
30 Nov 30 -12.1  61.9 34.2    86  69.3 
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Appendix B: Battery hardware demonstration 

At time of writing of the proposal, the project team envisioned a hardware demonstration using the 
second-life electric vehicle battery array at the Hopkins Parking Structure at UCSD.  The battery had a 40 
kWh capacity, a ±60 kW maximum discharge/charge rate, and an aggregate efficiency of 93% (AC to 
stored energy).  The battery storage system was controlled through a MATLAB interface to OSISoft PI 
that was developed by the project team. The plan was to demonstrate the performance of the whole 
system during a summer and a winter month. The work was delayed because of difficulties in obtaining 
control of a battery storage system. The original plan was to use the NREL / CCSE second life battery EV 
system at the UC San Diego Hopkins Parking Structure. While CCSE originally indicated that they would 
permit the project team to use the facility for several weeks, their own battery testing took longer than 
expected leaving no time for CSI5 testing. The backup plan devised in early 2015 was to use the BMW 
second life EV battery system deployed at the UC San Diego Hopkins Parking Structure. The costshare 
contribution from BMW was planned to come from a joint proposal submission to CEC-PON-14-301. 
However, as the proposal was unsuccessful, BMW discontinued support for the energy storage system, 
which lefts its usage in limbo for several months. 

In early 2015 the project team requested an extension as battery recommissioning appeared feasible. 
Support from Princeton Power Systems, which manufactured the inverter and site controller, had 
become available to reenergize the facility. On April 15, 2015, the site controller was booted up and 
remote connectivity was established. Simple charge / discharge commands were successfully sent to the 
controller. The initial tests suggested that the energy storage system is functional and that it could be 
controlled remotely with solar forecast driven charge / discharge signals, thereby supporting the CSI5 
project as originally intended. 

However, continuing efforts on battery recommissioning ran into several obstables. An overview of the 
completed and remaining preparations, basic tests, and reference performance tests (RPT) is provided in 
Table 1. While several tests were completed successfully, other tests remain incomplete. 

Table 1: Status of recommissioning tasks for the BMW second live EV battery.  

   Date of 
Completion 

  

Task 1: Test Preparation (completed)   

1.1. Verify system functions   June 10, 2015 

1.2. Verify site controller data acquisition 
functions  June 10, 2015 

1.3. Verify main BMS data acquisition 
functions 

 September 
22, 2015 
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1.4. Verify the test scripts  October 6, 
2015 

Task 2: Basic Tests   

2.1. Steady capacity test  December 14, 
2015 

2.2. HPPC test.  not complete 

2.3 Post-processing results  not complete  

Task 3: RPT Tests   

3.1. Peak shaving test  not complete 

3.2. Frequency regulation test  not complete 

3.3. Micro grid test  not complete 

3.4. Post-processing results  not complete 

 

Steady Capacity Test 

The first basic test that was completed was a steady capacity test at a 20 kW charge and discharge rate 
as shown in Figure B-1.  

 
Figure B-1. Steady capacity test 

 

During the steady capacity test the system yielded a 142 kWh capacity and 93% round trip efficiency, as 
shown in Figure B-2. 
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Figure B-2 Charge and discharge testing results of 6 battery packs in the BMW 2nd life ESS system 

A site controller communications problem prevented further progress. The problem was discovered 
while conducting reference performance tests (RPT). As shown in Figure B-3, on 22 December 2015, 
after the test was terminated, the site controller was commanded to bring the inverter 'Off'. However, 
the inverter remained ‘On’. Although the inverter was neither charging nor discharging, it had a ~60 W 
draining effect on the battery. The battery state-of-charge (SoC) decreased to 5% on Dec 26 2015, which 
activated the safety contact of the battery management system (BMS). After that, the battery BMS had 
a parasitic power consumption at about 10 W, which continued to drain the battery SoC to zero after 
Dec 26, 2015. On Jan 7, 2016, the safety mechanism brought the inverter off-line. On Jan 9, 2016, after 
restarting the computer, the site controller released its static IP resulting in lost communications 
between the site controller and other system components. To prevent further discharging to the 
battery, the DC connector was switched to open, and the BMS 12V power supply was turned off. 
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Figure B-3 Inverter status, battery pack current, voltage, and state-of-charge over the period of the low 
battery voltage incident. 

The cause to this incident was likely a failed communication between the site controller and the 
inverter. As show in Figure B-4, when a remote server sends commands to the site controller, it may not 
successfully reach the inverter. This failed communication caused the inverter to remain on-line, which 
led to the battery draining.  
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Figure B-4 Diagram of communications during battery testing. 

The inverter communication issue was resolved in February 2016 by restarting the site controller and 
reestablishing the static IP addresses of the various devices. Then the battery packs were recharged to 
above minimal voltage levels with the pre-charge circuit to resume testing. However, during further 
testing, the EVGrid BMS started randomly reporting erroneous SoC and Voltages for the battery packs. 
Because of these errors, the system incorrectly disabled battery packs for safety reasons. EVGrid 
support was contacted to fix the issue. The previous support personal has left the company, so a new 
representative was sent to fix the system. After much debugging the new contractor determined that 
adequate technical support for the system was not possible and suggested that the controller be rebuild 
from scratch.  The timeline and budget for a controller rebuild was incompatible with the CSI project. 
Therefore a decision was made to execute a simulation study instead.  
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